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Definition

• Information Retrieval (IR) is finding material (usually documents) of an unstructured
nature (usually text) that satisfies an information need from within large collections 
(usually stored on computers).

Schütze, H., Manning, C. D., & Raghavan, P. (2008). Introduction to information retrieval (Vol. 39, pp. 234-265). Cambridge: Cambridge University Press.

s.t. to the right people;
with the right information; 
at the right time;
in the right place; 
in the right form.

Connecting people to information
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Information Retrieval Process

1. Asking a question (how to use the language to get what we want?)
2. Building an answer from known data (how to refer to a given text?)
3. Assessing the answer (does it contain the information we were seeking?)

Web-Based Information Retrieval System.

• This process can loop, the feedback 
phase allows to improve the quality 
of the answers.

• The user may not be able to define 
exactly the query (i.e. characterize 
his/her information needs).

Trend: Relieve the burden of users.
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Timeline of IR

1950, Calvin Mooers introduced 
the term "information retrieval"

1968: VSM, TF, CosineSimilarity;
1972, TF-IDF

1992, Text Retrieval Conference 
(TREC); 1994, BM25

https://www.timetoast.com/timelines/ir-history.

2020: DPR, ColBERT
2021: GPL, Condenser

Sparse Retrieval Dense Retrieval Generative Retrieval

2021: GENRE
2022: DSI, SEAL

• Information retrieval can be traced back to the 1950s.
• Dense retrieval and generative retrieval are popular in recent 3 years due to pre-trained models.
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Two-stage IR

• Can we help the user find the right information as fast as possible from a large 
pool?

https://tmramalho.github.io/science/2020/06/02/information-retrieval-with-deep-neural-models/.

• Stage1 retrieval: fast due to offline indexing, focus on recall.
• Stage2 ranking: slow but more precise, focus on precision.
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Vocabulary mismatch problem

https://www.slideshare.net/SeaseLtd/dense-retrieval-with-apache-solr-neural-searchpdf-252320449.

False positive      False negative

• Sparse retrieval cannot well handle the difference in semantics.
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Dense Retrieval

https://tmramalho.github.io/science/2020/06/02/information-retrieval-with-deep-neural-models/.

• Dense retrieval allows to represent a text in a form of vector in some vector space with predefined 
dimension.

• Semantically close texts are usually represented by vectors that are close in a vector space.
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Variants of Dense Retrieval Models

Khattab, O., & Zaharia, M. (2020). Colbert: Efficient and effective passage search via contextualized late interaction over bert. In Proceedings of the 43rd International ACM 
SIGIR conference on research and development in Information Retrieval (pp. 39-48).

• Aspects:
• Single-tower vs. dual-tower, i.e., whether to separately process input feature values.
• Offline indexing vs. online indexing, i.e. whether to utilize pre-computed indexes for score calculations. 

• Dual-tower 
• Offline indexing

• Single-tower 
• Online indexing

• Dual-tower 
• Online indexing

• Dual-tower 
• Mixed indexing
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Domain Adaption of Dense Retrieval Models

Wang, K., Thakur, N., Reimers, N., & Gurevych, I. (2022). GPL: Generative Pseudo Labeling for Unsupervised Domain Adaptation of Dense Retrieval. In Proceedings of the 
2022 Conference of the North American Chapter of the Association for Computational Linguistics: Human Language Technologies, (pp. 2345–2360).

• In some cases, dense retrieval models perform even worse than BM25.

• BM25's scoring function is domain-independent, relying on statistical properties of the data.
• Dense retrieval models rely on pre-trained embeddings or complex neural network architectures, 

which require extensive training on domain-specific data to perform well.
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Comparison

https://www.slideshare.net/SeaseLtd/dense-retrieval-with-apache-solr-neural-searchpdf-252320449.

Sparse Retrieval

By keyword.

Term dictionary cardinality

Mostly zeroes in vector.

Not need.

Low.

Dense Retrieval

By semantic.

Much smaller.

Mostly non-zeroes.

Need.

High.

• Search

• Document Representation

• Dimension

• Information

• Training

• Domain sensitivity

"retrieve-then-rank" paradigm 
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• Generative retrieval is meant to replace the long-lived "retrieve-then-rank" paradigm by 

collapsing the indexing, retrieval, and ranking components of traditional Information Retrieval (IR) 

systems into a single unified model.

Generative Retrieval

query Retrieve

Index

Rank

Results

Retrieve-then-rank Generative retrieval 

query Model

Results

• Under the generative retrieval 

framework, indexing is replaced 

with model training, while 

retrieval and ranking are replaced 

with model inference.
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No explicit retriever?

• Transformers should intuitively serve as a good associative memory store or search index.

• Generative model can involve both the semantic information and corresponding document 
identifiers through pre-training, thereby replacing traditional static indexes. 

Petroni, F., Rocktäschel, T., Lewis, P., Bakhtin, A., Wu, Y., Miller, A. H., & Riedel, S. (2019). Language models as knowledge bases?. arXiv preprint arXiv:1909.01066.

Key question: 
“Can we use pre-trained language models to act as knowledge storage?”

The interpretation of a large Transformer model as a 
memory store have been investigated in prior work.
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No explicit retriever?

Roberts A, Raffel C, Shazeer N. How Much Knowledge Can You Pack Into the Parameters of a Language Model? EMNLP. 2020: 5418-5426.

They train T5 models to retrieve facts that are encoded within the 
parameters of the model during pretraining.

• The method of fine-tuning pretrained 
models to answer questions without 
access to any external context or 
knowledge is competitive compared to 
the method of explicitly retrieving from 
external knowledge sources.

• Generative Retrieval can parameterize the traditional static index with a pre-training model, 
which converts the document semantic mapping into a dynamic and updatable process.
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During training, the model learns to generate the 

docid given the document content (indexing task) or 

a relevant query (retrieval task). At inference time, 

the model processes a query and generates a ranked 

list of identifiers as retrieval results (based on the 

generation probability of the generative model).

document

Generative 
model

Indexing 

retrieval

Sparse/Dense Retrieval vs. Generative Retrieval

query
identifier

(1) Building an index for each document in 
the corpus; 

(2) Retrieving a set of documents based on 
the query; 

(3) Computing the relevance and re-ranking 
the candidate documents.
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Sparse/Dense Retrieval vs. Generative Retrieval

Traditional sparse retrieval and dense retrieval are 
both based on matching retrieval. These methods may 
lead to the lack of fine-grained semantic interaction.

documentquery

content
Understanding 
& Association

Match

Unable to match

Thanks to the powerful contextual modeling 
capabilities of LLMs, indexing systems based on big 
models are able to find documents that are related to 
queries in a more associative & nuanced way.
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Sparse/Dense Retrieval vs. Generative Retrieval

How to Achieve Sustainable 
Utilization of Earth's Resources

Global Warming

Understanding & Association Population Growth

Green Energy

…………

I’m mad at her.

I’m mad about her.

• Subtle changes in sentences may lead 
to significant semantic changes.

• The generative model's ability to 
understand language can help identify 
the differences between them.

I’m afraid for my boss.

I’m afraid of my boss.
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• Introduction to Retrieval Systems

• Three Main Challenges of Generative Retrieval

• Identifier Design

• Training Strategy

• Dynamic Corpora

• Open Discussion 

Outline
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• Specifically, generative retrieval (GR) utilizes autoregressive language models to 

generate identifiers for relevant documents directly.

document

1. Identifier Design

Generative 
model

Indexing 

retrieval

2. Training Strategy

3. Dynamic Corpora

New document

Three Main Challenges of Generative Retrieval

query
identifier
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Document Identifiers Design plays a crucial role in generative retrieval. And it is still an open 

problem on how to define the document identifiers.

Identifier Design

• Different documents have short but different 

docids, and must be distinctive enough to 

represent a passage. 

• Docids capture the semantics of their 

associated documents as much as possible.

Documents d

identifier

How to design 
identifier?
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Identifier Design

• Lexical Type

• Metadata-based approaches

• Titles of documents L-1

• URLs L-2

• Document substring

• N-grams L-3

• Term-sets L-4

• Synthetic identifiers

• Generated pseudo-query L-5

• Numeric Type

• Atomic ID N-1

• Learned quantization (Semantic ID)

• K-means cluster N-2

• Tokenization learning method N-3
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L-1 Titles of documents

De Cao N, Izacard G, Riedel S, et al. Autoregressive Entity Retrieval[C]//ICLR 2021-9th International Conference on Learning Representations

GENRE
• Retrieve an entity by generating the entity text itself.

Apply in passage-level retrieval

• Take the unique title contained in each document as 
an identifier.

Title(id)

query

BART
Fine-tuning • Using a standard seq2seq objective, i.e., 

maximizing the output sequence likelihood.
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L-1 Titles of documents

 GENRE occupied 14 times less memory than BLINK and 34 times less memory than DPR.

Dense
retrieval

Generative
retrieval • Generative retrieval model uses less memory 

to store the entity index.

De Cao N, Izacard G, Riedel S, et al. Autoregressive Entity Retrieval[C]//ICLR 2021-9th International Conference on Learning Representations

𝑀𝑒𝑚𝑜𝑟𝑦 =  𝑀𝑜𝑑𝑒𝑙 𝑃𝑎𝑟𝑎𝑚. + 𝐼𝑛𝑑𝑒𝑥 𝑆𝑖𝑧𝑒

• In dense retrieval, the index size depends on 
the number of dense vectors corresponding to 
the documents.

• In generative retrieval, the index size depends 
on the size of a prefix tree of the IDs.
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L-2 URL as ID

Ziems N, Yu W, Zhang Z, et al. Large Language Models are Built-in Autoregressive Search Engines[J]. arXiv preprint arXiv:2305.09612, 2023.

View URL as the document identifier
• When providing a few Query-URL pairs as in-

context demonstrations, LLMs can generate 

Web URLs where nearly 90% of the 

corresponding documents contain correct 

answers to open-domain questions.

Intuitively, the URL of a document contains certain 

semantic information and can uniquely

correspond to this document.
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• TOME solely utilizes tokenized URLs as the 

identifier, without any additional processing.

• A novel Two-stage Model-based retrieval approach 

based on T5 backbone. (I will introduce it in a later 

section)

L-2 URL as ID

Ren R, Zhao W X, Liu J, et al. TOME: A Two-stage Approach for Model-based Retrieval[J]. arXiv preprint arXiv:2305.11161, 2023.

https://en.wikipedia.org/wiki/Natural_language_processing

“https”, ”://”, ”en”, ”.”, ”Wikipedia”, ”.”, ”org”, ”/”, “wiki”……

tokenize

• TOME Motivation

Manually or randomly constructed identifiers (e.g. Atomic ID) are not adequately captured in 
the pretraining stage of the generative PLM, thus limiting PLM’s capabilities for generative 
prediction. This creates a discrepancy between the pre-training and fine-tuning phases.
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L-2 URL as ID

Zhou Y, Yao J, Dou Z, et al. Ultron: An ultimate retriever on corpus with a model-based indexer[J]. arXiv preprint arXiv:2208.09257, 2022.

• Ultron

https://en.wikipedia.org/wiki/Natural_language_processing

Natural_language_processing en.wikipedia.orgwiki ++

Doc id

semantic-rich part
Tokenizer

domain name

Unlike TOME, Ultron arranges 
each part of the URL (split by ‘/’) 
in reverse order, so as to predict 
the semantic-rich part first, and 
then predict the domain name. 
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L-2 URL as ID

Ultron: An Ultimate Retriever on Corpus with a Model-based Indexer (2022.8)

• End-to-end retrievers with atomic 

docids achieve better results than 

those with semantic docids.

• More parameters make it easier to 

distinguish different documents.

X However, atomic docids could lead to 

gigantic parameters and memory burden, 

especially when the number of documents 

increases.

 The URL docids using sharable tokens have 

the potential to alleviate these issues.

Clustered numbers or 
natural language as ids

Random number as ids
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Identifier Design

In addition to using the meta data of 
document as id, there are also some 
methods that use Document 
substring as document id.

• Lexical Type

• Metadata-based approaches

• Titles of documents

• URLs

• Document substring

• N-grams

• Term-sets

• Synthetic identifiers

• Generated pseudo-query



Pengjie Ren et al. Conversations with Search Engines: SERP-based Conversational Response Generation. In TOIS 202123 October 2023

DukeNet: A Dual Knowledge Interaction Network for Knowledge-Grounded ConversationCross-Domain Contract Element Extraction with a Bi-directional Feedback Clause-Element Relation Network

30/101

L-3 N-grams as ID

Bevilacqua M, Ottaviano G, Lewis P, et al. Autoregressive search engines: Generating substrings as document identifiers[J]. Advances in Neural Information Processing Systems, 2022

 The metadata such as title and URL are not always available.

 The metadata of the document cannot always completely cover 

all the information of the document.

• Using all n-grams (substrings) in a 

passage as its possible identifiers

A kind of
“unsupervised” 

data

SEAL
SEAL VS Other identifier

SEAL
 The identifiers do 

not necessarily 
occur in just one 
document.

Other
 The identifier of 

each document 
must be in-
dependent and 
different.

Motivation
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L-3 N-grams as ID

Autoregressive Search Engines: Generating Substrings as Document Identifiers (2022.4)

Training

BART

Document

N-grams

Sample

Finetune

Input

Target

• To expose the model to more possible pieces of evidence, 
they also add different “unsupervised” examples for each 
document in the retrieval corpus to the training set.

Document

sampled span

another  
sampled span

Sample

Sample

• Finetune BART large to generate n-grams 
from the ground truth document.

Query
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L-3 N-grams as ID

query Generative 
model

multiple ngrams

constrained beam search

find the documents 
they appear in within 
the corpus

FM-index documents

score

Core questions:
• How to generate multiple n-grams appeared in corpus?
• How to find documents based on the n-grams?
• How to score each document based on n-grams?

Bevilacqua M, Ottaviano G, Lewis P, et al. Autoregressive search engines: Generating substrings as document identifiers[J]. Advances in Neural Information Processing Systems, 2022
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L-3 N-grams as ID

Core questions:
• How to generate multiple n-grams 

appeared in corpus?
• How to find documents based on 

the n-grams?
• How to score each document based 

on n-grams?

FM-index

Use FM-index to constrain decoding to 
make sure that the generated n-grams 
are all valid.

• FM-index could be regarded as a 
special prefix tree that supports 
search from any position.

For easy understanding

Bevilacqua M, Ottaviano G, Lewis P, et al. Autoregressive search engines: Generating substrings as document identifiers[J]. Advances in Neural Information Processing Systems, 2022
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L-3 N-grams as ID

Bevilacqua M, Ottaviano G, Lewis P, et al. Autoregressive search engines: Generating substrings as document identifiers[J]. Advances in Neural Information Processing Systems, 2022

The FM-index constraints the autoregressive generation (e.g., after “carbon”, the 
model is constrained to generate either “tax”, “dioxide” or “atom” in the example)

FM-index
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L-3 N-grams as ID

Autoregressive Search Engines: Generating Substrings as Document Identifiers (2022.4)

①
③

②
① Generate multiple n-grams.

② Resort FM-index to get documents 

which contain these n-grams.

③ Calculate the score of each n-gram and 

the score of each document and rank.
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L-3 N-grams as ID

Autoregressive Search Engines: Generating Substrings as Document Identifiers (2022.4)

• In addition to being able to rephrase the query in ways that preserve its 
lexical material producing n-grams, SEAL can also explore more diverse 
regions of the output space, overcoming the lexical mismatch problem.

Query can you predict earthquakes

Generated predicted earthquakes

Earthquake forecasting
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L-3 N-grams as ID

Autoregressive Search Engines: Generating Substrings as Document Identifiers (2022.4)

• In addition to being able to rephrase the query in ways that preserve its 
lexical material producing n-grams, SEAL can also explore more diverse 
regions of the output space, overcoming the lexical mismatch problem.

Query can you predict earthquakes

Generated predicted earthquakes

Earthquake forecasting

However, there is a problem:

for long documents, it is challenging 

to enumerate all possible n-grams.
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L-4 Term-sets as ID

Zhang P, Liu Z, Zhou Y, et al. Term-Sets Can Be Strong Document Identifiers For Auto-Regressive Search Engines[J]. arXiv preprint arXiv:2305

 Auto-regressive search engines require the exact generation of identifier for the 
targeted document. If incorrect predictions are made in any steps of the 
generation process, it will falsely produce the identifier of a different document.

Motivation

The correct result was ruled out 
in the previous decoding step.

AutoTSG



Pengjie Ren et al. Conversations with Search Engines: SERP-based Conversational Response Generation. In TOIS 202123 October 2023

DukeNet: A Dual Knowledge Interaction Network for Knowledge-Grounded ConversationCross-Domain Contract Element Extraction with a Bi-directional Feedback Clause-Element Relation Network

39/101

L-4 Term-sets as ID

documents

Tokenize short discrete representations

The method introduced 
earlier, 
such as “title”, “URL”, 
“n-grams”

Deterministic sequence 

Unordered term-sets

Zhang P, Liu Z, Zhou Y, et al. Term-Sets Can Be Strong Document Identifiers For Auto-Regressive Search Engines[J]. arXiv preprint arXiv:2305

Motivation The unordered term-based identifier

AutoTSG
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L-4 Term-sets as ID

• The matching-oriented term selection

The selection of terms in a document identifier is 
performed based on the following principles.

Zhang P, Liu Z, Zhou Y, et al. Term-Sets Can Be Strong Document Identifiers For Auto-Regressive Search Engines[J]. arXiv preprint arXiv:2305
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L-4 Term-sets as ID

document

Partition doc into 
a list of terms

Encode with Bert

The latent representation The real-valued importance

Linear ReLU

• The matching-oriented term selection

Zhang P, Liu Z, Zhou Y, et al. Term-Sets Can Be Strong Document Identifiers For Auto-Regressive Search Engines[J]. arXiv preprint arXiv:2305

Representative terms are selected depending on their 
importance to the query-document matching.

• Each document 𝐷 is partitioned into a list of terms in the first place: 𝑡 , … , 𝑡

• The encoding model 𝑀(·) is applied to transform each term 𝑡 into its latent representation 𝑒 ∈  ℝ ×

• Select the top-N terms as the identifier.

contrastive learning
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L-4 Term-sets as ID

• Constrained Greedy Search

• The generation likelihood is enumerated for all possible 
permutations of the document identifier (𝑁 !)

• The highest value is used as the measurement of 
relevance

The naive method 
is intractable

 Optimality: produce the document identifier 
of the highest generation likelihood.

 Validity: The generated document identifier 
must be valid

Zhang P, Liu Z, Zhou Y, et al. Term-Sets Can Be Strong Document Identifiers For Auto-Regressive Search Engines[J]. arXiv preprint arXiv:2305
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L-4 Term-sets as ID

• Constrained Greedy Search

optimality

• Greedily select the terms which give rise to the top-K generation likelihood until the current step.

validity
• Regularize the selection of 𝐼 with the following set-difference 

based constraint:

Zhang P, Liu Z, Zhou Y, et al. Term-Sets Can Be Strong Document Identifiers For Auto-Regressive Search Engines[J]. arXiv preprint arXiv:2305
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L-4 Term-sets as ID

 Together with the flexibility to explore 

optimal identifier permutation, it becomes 

more generalizable when dealing with 

unseen documents.

Zhang P, Liu Z, Zhou Y, et al. Term-Sets Can Be Strong Document Identifiers For Auto-Regressive Search Engines[J]. arXiv preprint arXiv:2305

AutoTSG outperforms the baselines on the 
“seen” and “unseen” documents.
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Take pseudo-queries as identifiers

L-5 Synthetic identifiers

Li Y, Yang N, Wang L, et al. Multiview Identifiers Enhanced Generative Retrieval[J]. arXiv preprint arXiv:2305

Query Generation ModelQG

train

labeled query-passage pairs

document

query

document

pseudo-query

• Query Generation has been widely 
used in text retrieval, usually as a 
method of data augmentation.

In addition to using the existing data in documents as the identifiers mentioned above, 
there are also methods for synthesizing identifiers, such as pseudo query.
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L-5 Synthetic identifiers

QGdocument pseudo-query

Based on

Integrate contextualized information

Li Y, Yang N, Wang L, et al. Multiview Identifiers Enhanced Generative Retrieval[J]. arXiv preprint arXiv:2305

A query usually requires multiple segments of 
a document to answer.

Compared with title and substring, query can better cover 
multiple segments of the document, containing more 
comprehensive semantics in document.
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Multiview identifiers

Title

Substring

Synthetic 
identifier

Li Y, Yang N, Wang L, et al. Multiview Identifiers Enhanced Generative Retrieval[J]. arXiv preprint arXiv:2305

BART

• Simultaneously consider multiview identifiers, including synthetic identifiers, titles, and 
substrings.

• For a passage 𝑝, select a subset 𝐼 from the predicted identifiers.

• One identifier 𝑖 ∈  {𝑇 , 𝑆 , 𝑎𝑛𝑑 𝑄 } is selected if 𝑖 occurs at least once in the identifiers of 
passage 𝑝.

where 𝑠 is the language model score of the identifier 𝑖 .
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Multiview identifiers

Multiview Identifiers Enhanced Generative Retrieval (2023.5)

• No matter which view of identifiers is removed, 
the performance significantly declines.

• The results verify the necessity to adopt multi-
view identifiers simultaneously

• Different datasets tend to use different 
identifiers.

• Multiview identifiers can help improve 
generalization in different scenarios.

• Experimental results show that it is better to consider three identifiers simultaneously.
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Identifier Design

• Lexical Type

• Metadata-based approaches

• Titles of documents L-1

• URLs L-2

• Document substring

• N-grams L-3

• Term-sets L-4

• Synthetic identifiers

• Generated pseudo-query L-5

• Numeric Type

• Atomic ID N-1

• Learned quantization (Semantic ID)

• K-means cluster N-2

• Tokenization learning method N-3
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Atomic ID

A naive way to resort numeric identifier is to assign each an 

arbitrary (and possibly random) unique integer identifier.

 Results have proved that this way can achieve remarkable 
performance.

X But this random identifier does not contain the semantic 
information of the document.

X As the corpus size increases, the vocabulary used in decoding 
also expands, leading to an increase in model parameters.

More parameters make it easier to 
distinguish different documents.

N



Pengjie Ren et al. Conversations with Search Engines: SERP-based Conversational Response Generation. In TOIS 202123 October 2023

DukeNet: A Dual Knowledge Interaction Network for Knowledge-Grounded ConversationCross-Domain Contract Element Extraction with a Bi-directional Feedback Clause-Element Relation Network

51/101

Semantically Structured Identifiers

Tay Y, Tran V, Dehghani M, et al. Transformer memory as a differentiable search index[J]. Advances in Neural Information Processing Systems, 2022

Dense vectors can be used as identifiers, but the space of dense vectors is too large to decode.
This promotes us to look for a way to preserve dense vector semantics in a smaller space.
Imbuing the docid space with semantic structure can lead to better indexing and retrieval capabilities.

Semantically Structured Identifiers need to satisfy the 

following properties:

 They should capture some information about the 

semantics of its associated document.

 They should be structured in a way that the search 

space is effectively reduced after each decoding step.

Semantically Structured Identifiers need to satisfy 

the following properties:

document

embedding
dense vectors The space is too large 

to decode.

Preserve dense vector semantics 
in a smaller space.

Motivation
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Differentiable Search Index (DSI)

Hierarchical clustering

A fully unsupervised pre-processing step

Tay Y, Tran V, Dehghani M, et al. Transformer memory as a differentiable search index[J]. Advances in Neural Information Processing Systems, 2022

K-means
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Differentiable Search Index (DSI)

Tay Y, Tran V, Dehghani M, et al. Transformer memory as a differentiable search index[J]. Advances in Neural Information Processing Systems, 2022

T5

• Frame co-training tasks in similar fashion to T5-style co-training

Initialize

DSI
doc_tokens → dociddoc_tokens → docid

query → docidquery → docid
co-training

Indexing 
task

Indexing 
task
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DSI result

• The effect of unstructured 
atomic identifiers is unstable and 
they may face difficulties in 
optimization. (instability and 
high variance)

• Imbuing the target space with 
semantic structure can facilitate 
greater ease of optimization and 
additional unsupervised 
representation learning methods 
as external knowledge. 

Tay Y, Tran V, Dehghani M, et al. Transformer memory as a differentiable search index[J]. Advances in Neural Information Processing Systems, 2022
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Product Quantization 

Zhou Y, Yao J, Dou Z, et al. Ultron: An ultimate retriever on corpus with a model-based indexer[J]. arXiv preprint arXiv:2208.09257, 2022.

• Ultron attempted another method of hierarchical clustering to obtain docids.

…

m groups
K-means

cluster id cluster id cluster id

Document 
embedding

Divide the D-dimensional 
space into 𝑚 groups

… … …

Doc1 Doc2 Doc3

Perform K-means clustering on each group 
to obtain 𝑘 cluster centers.
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Product Quantization 

Ultron: An Ultimate Retriever on Corpus with a Model-based Indexer (2022.8)

Distribution of similarity between the embeddings of 
every two documents with the same prefixes (length = 2)

Compared with DSI directly using 
k-means clustering, whether using 
PQ can better imply semantics?
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Prefix-aware weight-adaptive decoder (PAWA)

Wang Y, Hou Y, Wang H, et al. A neural corpus indexer for document retrieval[J]. Advances in Neural Information Processing Systems, 2022

Although the semantic ID designed using the clustering method has hierarchical semantic 
information, this hierarchical structure is not fully leveraged in the decoding stage.

• The meanings of the same token appearing at 
different places of the same identifier are 
different, as they correspond to different 
clusters in the hierarchical tree structure.

• The same token in the same position may have 
different semantics with different prefixes.

example
Why is hierarchical structure important?
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Prefix-aware weight-adaptive decoder (PAWA)

Wang Y, Hou Y, Wang H, et al. A neural corpus indexer for document retrieval[J]. Advances in Neural Information Processing Systems, 2022

Given an input query , the probability of generating a 
document identifier can be written as:

How to make full use of                               when calculating

Motivation

𝑟 is the 𝑖-th token in the current identifier
𝜃 is the parameter for the 𝑖-th step

Fully leverage the hierarchical structure of 
semantic ID in the decoding stage.
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Prefix-aware weight-adaptive decoder (PAWA)

Standard decoder 

Prefix-Aware Weight-Adaptor (PAWA) decoder

Instead of using the same projection weight 𝑊 in the linear 
classification layer, PAWA employ the prefix-aware adaptive 
weights for each token classifier.

Stacks transformer decoding layers
Wang Y, Hou Y, Wang H, et al. A neural corpus indexer for document retrieval[J]. Advances in Neural Information Processing Systems, 2022
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Prefix-aware weight-adaptive decoder (PAWA)

Wang Y, Hou Y, Wang H, et al. A neural corpus indexer for document retrieval[J]. Advances in Neural Information Processing Systems, 2022
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• GENRET

• A novel tokenization learning method based on 

discrete auto-encoding

Tokenization learning method

Sun W, Yan L, Chen Z, et al. Learning to Tokenize for Generative Retrieval. NeurIPS 2023

T5

𝑑
𝑑
…
𝑑

Discrete latent variable

Previous work has treated identifier generation as a fully unsupervised pre-processing step.
How to integrate and automatically learn semantic identifiers in a fully end-to-end manner?

document

query 𝑧
𝑧
…
𝑧

These methods often fail to 
capture the complete semantics 

of a document.
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Tokenization learning method

The learning objective for document 
tokenization consisting of three loss functions

• Reconstruction loss

 The relevance score between the input 
docid 𝑧 and the target document 𝑑

• Retrieval loss
 ranking-oriented loss
 cross-entropy loss

• Commitment loss
 To make sure the predicted docid commits to an embedding 

and to avoid models forgetting previous docid 𝑧

Sun W, Yan L, Chen Z, et al. Learning to Tokenize for Generative Retrieval. NeurIPS 2023
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Identifier Design

Learning to Tokenize for Generative Retrieval (2023.4)

Section summaryLexical Type

Title URLs N-grams Term-sets

Term-sets Generated 
pseudo-query

Multiview

Numeric Type

Atomic ID Semantic ID

K-means cluster

Tokenization learning method
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• Introduction to Retrieval Systems

• Three Main Challenges of Generative Retrieval

• Identifier Design

• Training Strategy

• Dynamic Corpora

• Open Discussion 

Outline
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Training Strategy

Documents d

identifier

Index

Zhuang S, Ren H, Shou L, et al. Bridging the gap between indexing and retrieval for differentiable search index with query generation[J]. arXiv preprint arXiv:2206

Query q
• What were the key products and 

innovations introduced by Apple under 
the leadership of Steve Jobs?

• What year was Apple Inc. founded, and 
who were its co-founders?

• How has Apple's supply chain and 
manufacturing process evolved over the 
years to meet global demand for its 
products?

• ……

Retrieval

Index: memorize information about each document

Retrieval: learn how to effectively retrieve from the index

Generative 
model

gap
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• General Pre-train S-1

• Data Augmentation S-2

• Query Generation Model

• Multi-stage Generation Architecture S-3

• Two-stage generation architecture (TOME)

• Learning to Rank S-4

Training Strategy
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S-1 General Pre-train

Generative 
model

Generative 
model

Pre-Training
Generative 

Retrieval Models 

Pre-Training
• Memorizing the semantic information of each document identifier 

in the model.
Fine-Tuning
• Learning the matching relationships between queries and 

document identifiers.

How to design the pre-
training objectives to 
satisfy the property

How to design the pre-
training objectives to 
satisfy the property

Generative 
model

Fine-Tuning

Zhou Y, Yao J, Dou Z, et al. DynamicRetriever: A Pre-training Model-based IR System with Neither Sparse nor Dense Index[J]. arXiv preprint arXiv:2203

Indexing Strategy
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Indexing Strategy

Indexing Strategy

Indexing Strategy

How to learn associations between 
documents and their identifiers.

 Inputs2Target

 Targets2Inputs

 Span Corruption

 Bidirectional

Bind the docids to the document tokens in a 
straightforward inputs-to-targets fashion.
 The identifier is the denoising target, which puts 

it in closer proximity to the loss function.

doc_tokens → dociddoc_tokens → docid

docid → doc_tokensdocid → doc_tokens

Intuitively, this is equivalent to training an 
autoregressive language model that is 
conditioned on the docid.

doc_tokens → dociddoc_tokens → docid

docid → doc_tokensdocid → doc_tokens
co-training

docid doc_tokens

concatenate

Randomly masked as spans in 
the span corruption objective.

Tay Y, Tran V, Dehghani M, et al. Transformer memory as a differentiable search index[J]. Advances in Neural Information Processing Systems, 2022

Best performance
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Indexing Strategy

Performs the best

 Inputs2Target

 Targets2Inputs

 Span Corruption

 Bidirectional
doc_tokens → dociddoc_tokens → docid

docid → doc_tokensdocid → doc_tokens

doc_tokens → dociddoc_tokens → docid

docid → doc_tokensdocid → doc_tokens

docid doc_tokens

Not working

Hits@1 (13.5 vs 13.2)

Yield no meaningful 
results (0% accuracy)

Tay Y, Tran V, Dehghani M, et al. Transformer memory as a differentiable search index[J]. Advances in Neural Information Processing Systems, 2022
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Three-stage training workflow

• General Pre-train

• Search-oriented Pre-train

• Supervised Fine-tune

Three-stage training workflow

Zhou Y, Yao J, Dou Z, et al. Ultron: An ultimate retriever on corpus with a model-based indexer[J]. arXiv preprint arXiv:2208.09257, 2022.

Ultron is a three-stage training workflow 
to capture more knowledge contained in 
the corpus and associations between 
queries and docids.
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Three-stage training workflow

• Verify the effects of each training stage on the final results

Zhou Y, Yao J, Dou Z, et al. Ultron: An ultimate retriever on corpus with a model-based indexer[J]. arXiv preprint arXiv:2208.09257, 2022.
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• General Pre-train S-1

• Data Augmentation S-2

• Query Generation Model

• Multi-stage Generation Architecture S-3

• Two-stage generation architecture (TOME)

• Learning to Rank S-4

Training Strategy
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Query Generation 
Model

Limited supervised data limits the model to learn sufficient knowledge over 
each docid for retrieval and might lead to model over-fitting.

Indexing Strategy

Motivation

Tackle the data distribution 
mismatch present between 
the indexing and the 
retrieval phases.

• Use a query generation model to generate a 
set of potentially-relevant queries to represent 
each candidate document for indexing.

Documents identifier Query
Index Retrieval

Replaced by

pseudo-query identifier

Documents

DSI + Query Generation 

Zhuang S, Ren H, Shou L, et al. Bridging the gap between indexing and retrieval for differentiable search index with query generation[J]. arXiv preprint arXiv:2206

DSI-QG



Pengjie Ren et al. Conversations with Search Engines: SERP-based Conversational Response Generation. In TOIS 202123 October 2023

DukeNet: A Dual Knowledge Interaction Network for Knowledge-Grounded ConversationCross-Domain Contract Element Extraction with a Bi-directional Feedback Clause-Element Relation Network

74/101

DSI + Query Generation 

• In addition to the query generation 
model, the framework also 
contains a cross-encoder ranker.

 Query Generation Model is used to generate potential queries, 
which in turn are used to represent documents for indexing.

 Cross-Encoder Ranker is used to select only promising queries to be 
included during indexing.

Zhuang S, Ren H, Shou L, et al. Bridging the gap between indexing and retrieval for differentiable search index with query generation[J]. arXiv preprint arXiv:2206
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DSI + Query Generation 

Impact of Cross-encoder Ranker

It still inevitably generates 
irrelevant queries due to the 
randomness of Query Generation 
Model and limited data.

• The experimental result with Cross-
encoder Ranker yields higher Hit@1 
convergence than the results without 
Cross-encoder Ranker.

Zhuang S, Ren H, Shou L, et al. Bridging the gap between indexing and retrieval for differentiable search index with query generation[J]. arXiv preprint arXiv:2206
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• General Pre-train S-1

• Data Augmentation S-2

• Query Generation Model

• Multi-stage Generation Architecture S-3

• Two-stage Approach for Model-based Retrieval (TOME)

• Learning to Rank S-4

Training Strategy
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Two-stage generation

gap

Training Inference

The model processes both documents 
and queries during training.

The model processes only queries 
during inference.

document

query
identifier query identifier

Resulting in the discrepancy 
between training and inference.

Ren R, Zhao W X, Liu J, et al. TOME: A Two-stage Approach for Model-based Retrieval[J]. arXiv preprint arXiv:2305.11161, 2023.

Motivation

Reduce the discrepancy between training and inference.

Query is usually much shorter than document.

• TOME: A Two-stage Approach for Model-based Retrieval
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Two-stage generation

Ren R, Zhao W X, Liu J, et al. TOME: A Two-stage Approach for Model-based Retrieval[J]. arXiv preprint arXiv:2305.11161, 2023.

A two-stage generation approach with 
two different generation models:
• passage generation 
• URL generation (Identifier generation)

query   identifier
passage  identifier

Others

Motivation

Reduce the discrepancy between training and inference.

query   passage   URL (identifier)TOME
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Two-stage generation

Such a two-stage generation approach can more effectively capture the semantic relatedness 
between queries and identifiers by both reducing the training-inference discrepancy and enriching 
the generation context, which is specifically tailored for model-based retrieval.

• The model is capable of memorizing the 

corpus precisely and is able to generate a 

retrieval-like result.

Experimental results show:
 95% of generated passages exit in the corpus. In 

cases where the model failed to generate relevant 
passages, about 85% of the generated passages 
still exist in the corpus.

 Although the passage generated by the passage 
generation model is not always exactly the same 
as the label passage, the URL generation model is 
still able to accurately map it to the correct URL.

Ren R, Zhao W X, Liu J, et al. TOME: A Two-stage Approach for Model-based Retrieval[J]. arXiv preprint arXiv:2305.11161, 2023.

• The URL generation model can tolerate 

changes introduced by the passage 

generation model.
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• General Pre-train S-1

• Data Augmentation S-2

• Query Generation Model

• Multi-stage Generation Architecture S-3

• Two-stage Approach for Model-based Retrieval (TOME)

• Learning to Rank S-4

Training Strategy
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Learning to Rank

Li Y, Yang N, Wang L, et al. Learning to rank in generative retrieval[J]. arXiv preprint arXiv:2306.15222, 2023.

Existing generative 
retrieval models 

transform predicted identifiers into a passage rank list

There is a gap between the 
learning objective of 
generative retrieval and the 
desired passage ranking target

• Involve training an autoregressive model using a passage rank loss. 

• Optimize the autoregressive model toward the optimal passage 

ranking.

Motivation
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Learning to Rank

Two training stages: 

• learning to generate

• learning to rank.

As previously mentioned, it is insufficient for generative 
retrieval to only learn how to generate identifiers.

Li Y, Yang N, Wang L, et al. Learning to rank in generative retrieval[J]. arXiv preprint arXiv:2306.15222, 2023.

• LTRGR: Combines generative retrieval with the classical learning-to-rank paradigm.
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Learning to Rank

• 𝑆 𝑞, 𝑝 : The rank score of the passage p corresponding to the 

query q.

• 𝑆 represents the language model score of the identifier 𝑖 .

• 𝐼 is the set of selected identifiers that appear in the passage p.

In practice, LTRGR used two 
rank losses based on the 
sampling strategy for positive 
and negative passages.

ℒ : the positive and negative 
passages are the ones with the 
highest rank scores.

ℒ : both the positive and negative 
passages are randomly sampled from 
the passage rank list.

Li Y, Yang N, Wang L, et al. Learning to rank in generative retrieval[J]. arXiv preprint arXiv:2306.15222, 2023.

Rank list

• Doc1 positive

• Doc2 positive

• Doc3 negative

• Doc4 positive

• Doc5 negative

• ……
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Learning to Rank

The final loss

 Removing the generation loss is the only variant 
underperforming the original MINDER model.  the 
necessity of the generation loss in the learning-to-rank phase.

 Removing the rank causes performance drop.  the learning-
to-rank objective is the primary source of performance 
improvement.

 Removing either  ℒ or  ℒ leads to a drop in the 
performance of LTRGR.  having two rank losses allows the 
model to leverage a larger number of passages and benefits 
the rank learning. And the two rank losses adopt different 
sample mining strategies, ensuring the diversity of the 
passages in the loss.

Li Y, Yang N, Wang L, et al. Learning to rank in generative retrieval[J]. arXiv preprint arXiv:2306.15222, 2023.
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• Introduction to Retrieval Systems

• Three Main Challenges of Generative Retrieval

• Identifier Design

• Training Strategy

• Dynamic Corpora

• Open Discussion 

Outline
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Dynamic Corpora

how to develop Gen-IR systems that can adapt to 
dynamic corpora (i.e., how to add and remove

documents from a model-indexed corpus)

Incremental learning 
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Dynamic Corpora

Yoon S, Kim C, Lee H, et al. Continually Updating Generative Retrieval on Dynamic Corpora[J]. arXiv preprint arXiv:2305.18952, 2023.

Dense retrieval Generative retrieval

The contextualization and embedding 
capability of bi-encoders were 
considered sufficient and adaptable 
to updates without model parameter 
updates in many cases, so model 
parameter does not need to be 
updated frequently.

It needs to be re-trained from scratch
every time the underlying corpus is 
updated because all documents are 
fully parameterized and thus 
susceptible to overfitting the train 
data, being less adaptable to updates.

Dynamic Corpora

Continuously indexing new documents 
while being able to answer queries 
related to both previously and newly 
indexed documents.

Higher computational cost
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Dynamic Corpora

GR fails with only retrieval fine-
tuning

 The performance of generative retrieval models deteriorates 
heavily when evaluated from recent subsets, which requires to 
correctly retrieve relevant information from the most recent 
knowledge (2020).

 Bi-encoder shows consistent performance to both past and 
recent subsets of the evaluated queries.

The inherent limitation of 
generative retrieval models

Yoon S, Kim C, Lee H, et al. Continually Updating Generative Retrieval on Dynamic Corpora[J]. arXiv preprint arXiv:2305.18952, 2023.

A realistic retrieval 
benchmark on 

temporal knowledge

• StreamingIR:
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Dynamic Corpora

Unsupervised learning can mitigate 
this problem of Generative Retrieval, 
but its effectiveness is limited, and 
further consideration of other 
measures is still necessary.

Yoon S, Kim C, Lee H, et al. Continually Updating Generative Retrieval on Dynamic Corpora[J]. arXiv preprint arXiv:2305.18952, 2023.

SEAL
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Dynamic Corpora

• Lora allows the model to retain existing knowledge while acquiring new knowledge

Parameter-efficient method can help generative 
retrievers to updated knowledge?

The full parameter approach 
forget heavily on existing 
knowledge.

LoRA exhibits no sign of 
forgetting and excels in 
acquiring new knowledge

Yoon S, Kim C, Lee H, et al. Continually Updating Generative Retrieval on Dynamic Corpora[J]. arXiv preprint arXiv:2305.18952, 2023.
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Dynamic Corpora

A naive solution for Dynamic Corpora is to continuously fine-tune 
the model with an indexing objective over new documents.
But continual indexing of new documents leads to catastrophic 
forgetting of the previously memorized documents.

Mehta S V, Gupta J, Tay Y, et al. DSI++: Updating Transformer Memory with New Documents[J]. arXiv preprint arXiv:2212.09744, 2022.

Implicit forgetting 

during memorization

Here are two key challenges to 
overcome for Dynamic Corpora.

Explicit forgetting from 

continual indexing of new 

documents

• Continual indexing of new documents leads to catastrophic 
forgetting of the previously memorized documents.

• A significant number of documents experience forgetting 
events (individual documents go from being classified correctly 
to incorrectly) after they have been memorized.

DSI++ conducted a more in-depth analysis of this issue.
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Sharpness-Aware Minimization

• Sharpness-Aware Minimization (SAM) is an optimization 
algorithm for training neural networks. Its key idea is to 
reduce the sharpness of the loss function in parameter 
space, aiming to improve model generalization. 

Introducing a regularization term based on the gradient 
norm of the loss in parameter space, encouraging the 

model to move towards flatter regions rather than 
sharp local minima during training. 

Foret P, Kleiner A, Mobahi H, et al. Sharpness-aware minimization for efficiently improving generalization[J]. arXiv preprint arXiv:2010.01412, 2020.
Keskar N S, Mudigere D, Nocedal J, et al. On large-batch training for deep learning: Generalization gap and sharp minima[J]. arXiv preprint arXiv:1609.04836, 2016.

Implicit forgetting 
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Sharpness-Aware Minimization

• SAM leads to relatively stable memorization 
of the documents.

Mehta S V, Gupta J, Tay Y, et al. DSI++: Updating Transformer Memory with New Documents[J]. arXiv preprint arXiv:2212.09744, 2022.

• SAM increases the percentage of examples 
experiencing zero forgetting events by 
absolute 12% over Adafactor.
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Generative memory

episodic memory

humans rely on an episodic memory – a module that stores 
past experiences to rehearse/ revisit them and thereby retain 
previously learned knowledge.

Use a subset of previous task data to regularize the future task 
learning while minimizing forgetting.

Index new documents

Old retrieval task

Co-train

Query Generation 
Model

pseudo-query

Experience Replay (ER) is one such approach 
that samples previous task data (from episodic 
memory) to co-train with the current task.

Mehta S V, Gupta J, Tay Y, et al. DSI++: Updating Transformer Memory with New Documents[J]. arXiv preprint arXiv:2212.09744, 2022.

Explicit forgetting 
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Generative memory

 Experience Replay (ER) with the generative 
memory improves the overall performance 
for the retrieval task, reducing forgetting of 
previously indexed documents and enabling 
forward transfer to newly indexed documents.

 This approach outperforms re-training the 
model from scratch in terms of overall 
performance and is computationally efficient.

Mehta S V, Gupta J, Tay Y, et al. DSI++: Updating Transformer Memory with New Documents[J]. arXiv preprint arXiv:2212.09744, 2022.

• cl(𝑈 ): continue fine-tuning with indexing task on 𝑈
• cl(𝑈 )+epsmem(𝐷): continual indexing of 𝑈 along with ER of queries for 𝐷
• cl(𝑈 )+genmem(𝐷): continual indexing of 𝑈 along with ER of pseudo-queries for 𝐷
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Open Discussion 

Gen-IR @ SIGIR 2023: The First Workshop on Generative Information Retrieval

(i) It has yet to be demonstrated that retrieval performance is improved on Large scale corpus (such 

as the full MS-MARCO dataset).

(ii) For generative retrieval models, there remain open questions about the practical applicability of 

such models to dynamic corpora. It is valuable to explore continuously updated learning 

objectives over new or removed documents.

(iii) Traditional index-retrieve-then-rank paradigm implies a Learning To Rank objective at the end of 

the pipeline. How to further integrate generative retrieval with the classical learning-to-rank 

paradigm is also an interesting direction.

(iv) Bridging the gap of IR and NLP. Thanks to the powerful contextual modeling capabilities of LLMs, 

GR models are able to find documents that are related to queries in a more associative & 

nuanced way.



Pengjie Ren et al. Conversations with Search Engines: SERP-based Conversational Response Generation. In TOIS 202123 October 2023

DukeNet: A Dual Knowledge Interaction Network for Knowledge-Grounded ConversationCross-Domain Contract Element Extraction with a Bi-directional Feedback Clause-Element Relation Network

98/101

Large scale corpus

Pradeep R, Hui K, Gupta J, et al. How Does Generative Retrieval Scale to Millions of Passages?[J]. arXiv preprint arXiv:2305.11841, 2023.

 As corpus size grows, the 
performance of all methods 
rapidly drops off.

 Some methods can be used to 
alleviate this problem, such as 
using semantic id, PAWA 
decoding, increasing model 
scale, etc.
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Large scale corpus

Further scaling the model size does 
not always improve performance.

Pradeep R, Hui K, Gupta J, et al. How Does Generative Retrieval Scale to Millions of Passages?[J]. arXiv preprint arXiv:2305.11841, 2023.
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(i) It has yet to be demonstrated that retrieval performance is improved on Large scale corpus (such 

as the full MS-MARCO dataset).

(ii) For generative retrieval models, there remain open questions about the practical applicability of 

such models to dynamic corpora. It is valuable to explore continuously updated learning 

objectives over new or removed documents.

(iii) Traditional index-retrieve-then-rank paradigm implies a Learning To Rank objective at the end of 

the pipeline. How to further integrate generative retrieval with the classical learning-to-rank 

paradigm is also an interesting direction.

(iv) Bridging the gap of IR and NLP. Thanks to the powerful contextual modeling capabilities of LLMs, 

GR models are able to find documents that are related to queries in a more associative & 

nuanced way.

Open Discussion 

Gen-IR @ SIGIR 2023: The First Workshop on Generative Information Retrieval
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Thank you for your attention!

Pengjie Ren
renpengjie@sdu.edu.cn
https://pengjieren.github.io/


